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1.    Proposal Summary: LUSciD – LLNL UCSD Scientific Data 

The University of California, San Diego, proposes a joint collaboration with the 
Lawrence Livermore National Laboratory (LLNL) on the application of advanced 
scientific data management technologies.  The goal of the project is to improve the 
conduct of science through the provision of scientific data management technology that 
enables the organization, manipulation, and analysis of observational and simulation data. 

The project is driven by two exemplary scientific applications: 
1) Global climate modeling to determine the impact of climate changes on water supply, 
led by Dr. Tim Barnett. A Detection and Attribution analysis will be used to answer the 
question:  Can we detect a global warming signal in main hydrological features of the 
western United States?  This will involve making runs of global climate and downscaling 
models that will be unprecedented in scope. 
2) Cosmology simulations of the early universe and the generation of simulated 
observations for the Large aperture Synoptic Survey Telescope, led by Dr. Michael 
Norman. 

UCSD will provide the driving applications for climate modeling and cosmology.  
The simulation codes will be based on current state-of-the-art algorithms (an 
experimental version of the CCSM3 climate model and ENZO cosmology code).  
Regional models will be forced by the output of the global model simulations to improve 
resolution for assessing impact on water supplies.  Adaptive mesh refinement extensions 
will be used to model galaxies.  Both applications will be capable of generating hundreds 
of terabytes to petabytes of simulation output. 

The simulation codes will be executed on compute resources at LLNL, with the 
output cached on storage systems at LLNL and stored on archives at SDSC.  Data grid 
technology will be deployed between LLNL and SDSC to facilitate the movement of data 
to UCSD for analysis of by researchers.  Existing data collections at UCSD will be 
federated with the simulation output to enable comparisons with observation data, and 
support collaborations with researchers within the earth science and astrophysics 
disciplines.  SDSC will research, implement, and provide support for data grid 
technology that improves the ability to organize, share, publish, visualize, and analyze 
both simulation output and observational data.   

Data management research activities will be selected that improve the ability to 
conduct science research.  Example research areas include: 
- integration of the SRB data grid with data repositories at LLNL  
- possible federation with the Earth Science Grid for access to the PCMDI collection 
- development of data movement capabilities for terascale applications 
- integration with disk caches for enhanced analysis of simulation output 
- integration with visualization systems for display of hundred-terabyte 4D data sets 
- integration with feature detection systems for automating analysis of simulations 
- integration with dataflow management system for managing interactions with data  
- integration with digital libraries for managing descriptions of features in the data 
- demonstration of prototype LSST data management pipeline 
- development of terascale database applications 

Collaborations will be sought that facilitate interactions with other researchers within 
the scientific disciplines, broaden the scope to national-scale projects, and promote on-



going research past the initial three-year period.  Opportunities to support larger-scale 
projects such as the Large aperture Synoptic Survey Telescope will be pursued. 
 
2.   Project Description 
 

Current simulation codes have the capability of generating hundreds of terabytes of 
simulation data, comprising millions of files.  The ability to organize, manage, and 
analyze these massive data sets requires the use of advanced data management systems.  
A major research activity at the San Diego Supercomputer Center has been the 
development of data grid technology for the automation of all aspects of data 
management.  The technology development has been driven by the data management 
requirements of application codes in Astrophysics and Earth System Science.  We 
propose a collaboration between LLNL and UCSD on the development of scientific data 
management systems that can organize, manage, and analyze these massive data 
collections. 

The collaboration will be based on the data management requirements for the ENZO 
cosmology code and the high-resolution version of the experimental CCSM3 with the 
finite-volume atmospheric code.  These simulation codes will be executed on LLNL 
compute platforms, the output will be stored on SDSC storage systems, and the data will 
be analyzed at UCSD through data grid access mechanisms. 
 

2.1 Global Climate Change: 
Substantial changes have been observed in the snow pack over the western US in the 

last 40 years (Hamlet, et al, 2002; Mote, et al, 2004).  These changes have led to observed 
changes in the hydrographs of virtually all western rivers and streams, i.e. the maximum 
spring peak flow is coming between 2-3 weeks earlier in the annual cycle over this period 
(Stewart, et al, 2004).  This can be explained by the earlier snow melt due to a warmer 
climate.  Is this warming of natural origin or is it a signal of global warming?  We aim to 
answer that question in this study.  If the change in hydrological variables is attributed to 
Greenhouse warming then we can compute how they will change in the future and that 
will allow planning and mitigation to proceed.  It may also be possible to make formal 
Detection and Attribution (D&A) analysis statements (Hegerl, et al,; Allen and Tett)  
about other variables such as flood frequency, max/min temperatures, etc. that will be 
useful to policy makers. 

A formal Detection and Attribution analysis requires information on the levels of 
natural variability expected in the detection variables, in this case stream flow and snow 
budget.  These are generally obtained from a long control run of a global climate model 
(GCM).  However, such control runs are made with relatively coarse resolution global 
models.  Such models do not resolve topography well, especially something like the 
Sierra Nevada of California.  Further, the stream flow simulations in these models are 
limited to the very largest rivers and the associated physics is crude. A final issue has to 
do with handling the enormous data volumes that would result from computations 
necessary to resolve the important physics of this problem.  Few computational centers 
are equipped to handle the data volumes, realistically 100s of TB of data.   For these 



reasons, D&A analysis cannot now be performed regionally at very high resolutions on 
the variables indicated above. 
 
The Regional Climate analysis naturally falls into five components, described below: 
 
1. Control run execution:  The latest GCM from NCAR, the CCSM3, will be run in 

control run mode at LLNL on Thunder.  The run will get us started on the problem of 
estimating natural variability for the eventual D&A analysis.  The length of the 
control run will be 400 years, while its resolution will be approximately 1 degree 
latitude by 1 degree longitude grid (100km x 100km).  If all the data from this run 
were saved it would amount to about 200TB/simulation year or 80,000 TB for the 
entire 400 year run.  Clearly, we cannot handle that much data with existing 
resources, so some decisions will have to be made in collaboration with LLNL. The 
maintenance and execution of the large GCM run will be handled by LLNL.  SIO will 
participate with LLNL in the setup of the run and in defining the scientific aspects of 
the run. 

SDSC will support the organization of the simulation output through use of data 
grid technology and accomplish the necessary data archiving.  The current networks 
linking LLNL and UCSD are able to handle sustained data rates on the order of 300 
Mbits/sec, implying the ability to move up to 3 TBs of data each day.  If the run is 
done over 4 months of time, as much as 360 TBs of data could be moved.  The 
amount archived will be limited by the availability of storage resources at SDSC.   
This proposal funds 100 TBs of archival storage space at SDSC.  Possible ways to 
reduce the amount of data stored include limiting storage to selected spatial regions, 
and saving of periodic restart files.  This requires the ability to pipeline the simulation 
data as it is generated through a set of data selection filters, organization of the 
selected data regions into a collection, and storage. 

Additional storage space may be needed at SDSC for the simulations.  SDSC will 
collaborate with LLNL on the identification of alternate storage systems. 
 

2. Downscaling:  The 100km x 100km grid is still far too coarse to resolve the main 
features of interest.  Accordingly, the global run will be downscaled to a 9 km grid 
using the MM5.  This downscaling will be carried out in conjunction with the GCM 
run so that downscaled data will begin to become available almost immediately.  
Downscaling will be done over the western US…the entire US if feasible…. and also 
China, as serious climate change impacts are arising in this region also.  The data 
volumes from the MM5 downscaling will be comparable to those from the global 
model run itself.  Again, hard decisions and post processing will be needed to fit such 
data volumes into existing systems.  SDSC will provide part of a person to work with 
LLNL/SIO on the storage and management issues and to accomplish the necessary 
data archiving.  SDSC will provide data management tools to automate post 
processing and data management tasks.  LLNL will be responsible for the execution 
of the MM5 runs.  SIO will participate with LLNL in setting up the scientific 
requirement for the runs. 

 



3. Hydrological modeling:  The downscaled data on rainfall, temperature, terrain, etc. 
will be used to force a hydrological mode, most likely VIC, that gives time histories 
of steam flows and snow pack evolution (accumulation and melting) in the western 
US.  The downscaled data for China will be reserved for future study.  At a minimum, 
the resulting stream flow and other simulations will be checked against observations.  
Some statistical correction will likely be made to the key output variables.  At the 
conclusion of this step, we will have all the information necessary to define the 
‘noise’ or natural variability for the D&A analysis.  SIO and LLNL will oversee and 
execute the VIC calculations.  The simulation data will be managed and accessed 
using data grid technology provided by SDSC. 

4. Steps 1-3 will be repeated with the GCM run in the forced mode.  The forcing 
function definitions will be determined by SIO and LLNL working in conjunction 
with a panel of experts from NCAR, the same experts that constructed the model and 
who have run it in the forced mode for IPCC scenarios.  With the anthropogenic 
forcing specified, at least 3 realizations of the GCM will be run for the period 1870-
2100 to handle the ocean time lag.  The alternative is to do a present day control run 
to serve as the starting point.  A limited set of variables will be saved, essentially 
those needed to run the MM5 over the areas noted above and to study the 
hydrological cycle in these same areas.  These calculations will be done by LLNL and 
use the data grid technology developed by SDSC.  At the completion of this run we 
will have the information necessary to estimate the ‘signal’ or expected pattern of 
change in the hydrological variables projected to occur in a Greenhouse world. 

 
5. The results of steps 3 and 4, taken together, provide us with all we need to undertake 

a full D&A analysis.  This analysis will employ standard methodology and already 
exists at both SIO and LLNL.  PIs at both locations will cooperate on this final phase 
of the project. 

 

2.2 ENZO cosmology simulation data grid: The Cosmic Simulator: 
Background:  In the past decade, observational cosmology has become “big science” 
involving expensive instruments (e.g., the Hubble Space Telescope) and large teams 
(e.g., the Sloan Digital Sky Survey [SDSS]), attacking fundamental questions about the 
origin and evolution of the universe. Progress has been astonishing, including the 
discovery of the accelerating universe (Riess et al. 1998, Perlmutter et al. 1999), 
precision measurements of the global geometry, age, and composition of the universe (de 
Bernardis et al. 2000) and deep images of galaxies at the dawn of time (Beckwith et al. 
2004). These and other observations have narrowed the range of acceptable theoretical 
models for cosmological structure formation to a single model called the concordance 
model (Bahcall et al. 1999) whose free parameters are now known to high precision 
(Spergel et al. 2003). Cosmology thus finds itself in a place not unlike particle physics, 
where the goal going forward is to refine and test the standard model with yet higher 
precision measurements. Fundamental science questions driving the field include the 
nature of dark energy and dark matter, the formation and evolution of galaxies and 
quasars, and how and when the intergalactic medium was re-ionized. 



Future progress requires ambitious observational surveys of the universe of 
unprecedented depth and breadth. The SDSS is collecting megabytes of data per galaxy 
on nearly 1 million galaxies distributed throughout a volume of space many billions of 
light years on a side. Currently over 2 TB of data has been collected and archived, and 
this number is expected to grow to 5 TB by project's end. Several similarly sized surveys 
are underway, and much larger ones are planned. In particular, the Large aperture 
Synoptic Survey Telescope [LSST] will collect 15 TB of image data every night for a 
year, amassing a collection of tens of petabytes over several years. The LSST will 
produce an object catalog of a billion galaxies—a thousand fold increase over the SDSS. 
Coping with this “data flood” requires advanced scientific data management 
technologies.  

In order to maximize the science return, results from massive surveys need to be 
compared to the detailed predictions of the concordance model. These take the form of 
massive cosmological simulations of the formation of galaxies and large scale structure. 
Just as Moore's Law is the force behind the data explosion in astronomy, it has also 
enabled numerical simulations of unprecedented size and complexity on massively 
parallel supercomputers.  
 

 
Figure 1. ENZO simulation of galaxy formation and large-scale structure. Left: survey volume simulated 
with 1 billion cells and particles on SDSC Blue Horizon. Right: Zoom in on young galaxies using adaptive 
mesh refinement (AMR).  
 

ENZO is a parallel cosmology application developed at the Laboratory for 
Computational Astrophysics (LCA) at UCSD directed by Michael Norman. ENZO solves 
the equations of dark matter dynamics, multi-species hydrodynamics, non-equilibrium 
chemical and ionization kinetics, and self-gravity in an expanding universe dominated by 
dark energy. Parameterized models of star formation and feedback effects allow the 
simulation of the formation and evolution of galaxies on cosmic length scales and time 
scales. The state-of-the art is shown in Fig. 1. The simulation shown in the left panel 
evolves a concordance model with 1 billion Lagrangian dark matter particles and the 
equations of Eulerian hydrodynamics and self-gravity on a uniform grid of 1 billion 



(10243) cells. The calculation was done on 512 processors of SDSC's IBM Blue Horizon 
computer, and produced 10TB of raw data and 6 TB of derived data. This calculation 
serves as a survey volume for follow-on adaptive mesh refinement (AMR) simulations 
which resolve the galaxies' internal structure. At right is shown an old AMR simulation 
of galaxy formation done at NCSA in 1998. Due to computer power and data handling 
limitations at the time, only 1/64 of the survey volume (2563 base grid) could be 
simulated at high resolution. Now, with more powerful parallel computers and data 
management technologies, we can in principle simulate the entire volume at high spatial 
resolution. Making that a practical reality is the overarching goal of the cosmology 
simulation data grid project, which we shall henceforth refer to as the Cosmic Simulator. 
 
Project Goals:  The specific goals of the Cosmic Simulator project are threefold: 
(1) use the LLNL-SDSC-UCSD data grid to be deployed to enable cosmological 
simulations of unprecedented size and physical realism;   
(2) improve the physical realism of cosmological modeling through the inclusion of 
radiation transfer on adaptive meshes; 
(3) generate simulated sky maps and galaxy catalogs using automated processing 
pipelines for LSST applications. 
 
We elaborate on goals and means below. 
 
Use data grid to enable large AMR cosmological simulations: We propose to use LLNL 
compute resources to carry out the largest AMR cosmological hydrodynamical 
simulation of galaxy formation and large scale structure ever attempted. The simulation 
will have a base grid resolution of 10243 cells and up to 8 levels of mesh refinement in 
galaxy forming regions. The total spatial dynamic range will be 1024 x 28 ~ 250,000. It is 
estimated the simulation will require 1 million cpu-hours on Thunder, and generate of 
order 100 TB of raw simulation output. Smaller scoping simulations will generate an 
order of magnitude less. The raw data will be archived and analyzed at SDSC through the 
proposed data grid. Using SDSC compute resources, the raw output will be converted 
into simulated images of the extragalactic sky and a simulated galaxy catalog.  

Fig. 2 shows how simulated galaxy catalogs are produced from ENZO output. First, 
the observational survey parameters are translated into specifications for the ENZO initial 
conditions generator Inits, the output of which are read into ENZO for dynamical 
evolution. Periodic redshift dumps are the primary outputs and are archived in an SRB 
collection. Individual files, of order 10 GB each, containing baryonic fields, dark matter 
particles, and star particles are extracted for analysis and also archived. Halo Finder 
locates the dark matter halos which host the visible galaxies. Profiler computes integrated 
physical properties, which are output as an ASCII list. Given halo positions, the star 
particles are extracted as well. The star particles' attributes (mass, age, metallicity) are 
input to a spectral synthesis code which calculates each galaxy's luminosity, spectrum, 
and color. The spectral synthesis code takes as input a library of spectral energy 
distributions (SEDs) and telescopic filter functions, and outputs a list of the galaxies' 
observable properties. The physical and observable properties files are merged to form a 
simulated galaxy object catalog which will be archived with the raw and derived data in 
SRB. At present, these tasks are done manually as a post-processing step. The Cosmic 



Simulator data grid will automate the execution of these steps via workflow tools 
described elsewhere.  
 
 

 
Figure 2. Cosmic Simulator workflow. 
 
 
UCSD will work with LLNL computing personnel on porting and optimizing ENZO for 
large scale runs on Thunder and BlueGene/L. ENZO already runs well on the NSF 
TeraGrid clusters, which are architecturally similar to Thunder. SDSC has already 
installed a small BlueGene/L for code development, which Norman’s group has access 
to.  
 
Improve physical modeling: The physical modeling will be improved by adding the 
transport of ionizing radiation from young stars in galaxies. The latter is important for the 
process of self-regulated star formation, for predicting the epoch of cosmic re-ionization, 
and for predicting the observed properties of the earliest galaxies--the prime mission of 
the James Webb Space Telescope to be launched ca. 2010. LSST will complement the 
JWST with its enormous field of view. Norman’s group will work with Frank Graziani at 
LLNL to verify and validate the AMR radiation transport module and radiation 
hydrodynamic tests. The development of appropriate linear system solvers for solving the 
transport equation on a structured adaptive mesh will be done in collaboration with 
Randy Bank (UCSD).  



 
Simulate the LSST Sky: The LSST will image 10 square degrees of the sky at a time, 
reaching 24th magnitude in 10 seconds. Each 3 gigapixel image will contain millions of 
galaxies. By stacking these images much deeper exposures are obtained, increasing the 
galaxy count even further. By analyzing the weak lensing of the galaxies on the plane of 
the sky, one can deduce the distribution of dark matter in the universe on large scales. 
This is one of the principle science drivers of LSST. We will use ENZO to simulate a 
volume of the universe that is matched to LSST’s 10 degree field of view at a redshift of 
1. We will use the Cosmic Simulator pipeline to compute synthetic sky maps with a depth 
and resolution comparable to LSST. Using the data grid, the simulated sky maps will be 
provided to LLNL personnel involved in designing the LSST object analysis pipeline.  

2.3 Scientific Data Management: 
The ability to automate all aspects of data management has been a long-term research 

objective at SDSC.   Data grid technology, called the Storage Resource Broker (SRB), 
has been developed that is used to enable data sharing across administrative domains, 
data publication through digital libraries, and data preservation through persistent 
archives.  The Storage Resource Broker is middleware that manages interactions between 
a collection used to organize digital entities, and the underlying storage systems that hold 
the data sets and the databases that hold information about the data sets.  The SRB 
maintains the consistency between provenance metadata, administrative metadata, 
authenticity metadata, and integrity metadata, and the data sets that are being organized.  
By controlling name spaces for resources, users, files, and metadata, the SRB is able to 
organize distributed data sets into a logical collection that is accessible over the Internet.   
The individual data sets can be distributed across multiple types of storage systems at 
multiple locations, and accessed through a preferred Application Programming Interface.  
This ability to manage a distributed collection makes it possible to integrate data 
resources at LLNL with data analysis environments at UCSD, while publishing data for 
use by a wider research community and preserving the data through replicas stored in 
archives. 

The Storage Resource Broker is in production use at the San Diego Supercomputer 
Center.  Over 140 Terabytes of simulation data from the ENZO cosmology code is 
currently archived at SDSC through the SRB.  SIO earth systems observational data from 
ship voyages, remote sensors, and simulation code output are also stored in collections 
managed by the SRB.  The total amount of data managed by the SRB at SDSC is over 
350 Terabytes, comprising over 50 million files.  The proposed collaboration will 
generate 100 TBs of data that will be archived at SDSC. 

The advanced data management research and development tasks are focused on 
automating interactions between the storage systems, automating processing pipelines for 
generating derived data products and for detecting features, automating comparisons with 
observational data, and automating visualizations of both the simulation and 
observational data.  The data management components needed to support automation 
include: 

• Data grids to organize and manage the simulation output.  The Earth System Grid 
at LLNL currently provides support for the climate simulation output.  The SRB 
data grid at SDSC currently provides support for the cosmology simulation output. 



• Data grid federation.  The ability to replicate data between independent data grids 
has been demonstrated using the SRB.  The feasibility of establishing a similar 
capability between the Earth System Grid and the SRB will be evaluated. 

• Data processing pipelines.  The ability to coordinate the execution of multiple 
processing steps is supported by the Chimera/Pegasus system, the Kepler/Ptolemy 
system, and the Matrix system.  Chimera supports execution of CPU-intensive 
applications where data is moved to the computing platform.  Kepler integrates 
functional actors for processing collections, and Matrix provides a dataflow 
language that can apply processing directly at remote storage systems.  While 
several projects are examining the integration of all three systems to provide a 
comprehensive data processing pipeline, we will focus on the application of these 
systems to the ENZO and CCSM simulation outputs. 

• Data visualization systems.  The ability to support 3D rendering of massive (multi-
terabyte sized) data sets has been demonstrated through the VISTA code at SDSC.  
VISTA has been used to generate visualizations of ENZO simulation output files.  

 
SDSC will coordinate scientific data management development in support of the 

ENZO and CCSM simulations.  The activities will include: 
- integration of the SRB data grid with data caches at LLNL.  SRB servers will be 

installed on selected storage repositories at LLNL, and on workstations used by 
researchers at UCSD and SIO.  

- development of data movement capabilities for terascale applications.  Bulk data 
movement and bulk metadata registration capabilities will be provided for moving 
data between LLNL and UCSD. 

- integration with disk caches for enhanced analysis of simulation output.  SDSC uses 
modular commodity disk storage systems (Grid Bricks) to cache data for analysis or 
for long-term publication.  Such systems provide storage at a cost under $2000 per 
terabyte.  Grid Bricks will be acquired and integrated into the analysis environments 
to facilitate data caching between LLNL and UCSD.  

- integration with dataflow management system for managing interactions with data.  
SDSC will collaborate with LLNL on the implementation of data processing pipelines 
that are capable of analyzing collections of simulation output. 

- integration with digital libraries for managing descriptions of features in the data.  A 
digital library will be created for each scientific discipline (Astrophysics and Earth 
Systems Science) for publication of the simulation results and for correlation with 
observational data. 

- integration with visualization systems for display of terascale 4D data sets. 
- demonstration of prototype LSST data management pipeline.  The scalability of the 

processing pipeline will be assessed for use within the Large Synoptic Survey 
Telescope project.  An explicit example will be the generation of synthetic 
observational data to simulate what the LSST should see based upon the ENZO 
cosmology simulation results. 

- development of terascale database applications.  The number of features that may be 
detected within a simulation output data set can be orders of magnitude larger than 
the number of files.  For instance, the number of stars and galaxies that will be 
detected by LSST will be on the order of 3 billion per observation.  One approach is 



to implement a catalog for each observation, and then develop analysis tools that 
work across multiple independent catalogs. 

 
The scientific data management systems will be extended through collaborations with 

relevant disciplinary projects.  These collaborations will be used to enable research 
projects that can grow into nationally-funded projects with lifetimes on the order of 
decades. 
 
3.  Project deliverables  
 

From an overview perspective, for the global climate change application, we hope to 
determine if the substantial changes recently observed in key hydrological variables over 
the western US are the result of natural variability or due to anthropogenic forcing.  For 
the cosmology simulation of the early universe we hope to simulate the observational 
data that would be seen by the LSST project.  For the management of scientific data, we 
expect to demonstrate the management of scientific simulation collections that are 
hundreds of terabytes in size, and the organization of the material into digital libraries 
that support extended analysis. 

The research activities that will be conducted during the three years of the grant 
include: 

1st year 
- Develop a standard scenario for climate modeling.  We will define and complete a 

GCM control run.  We will complete MM5 downscaling for selected geographic 
regions of the GCM control run. 

- Begin comparison of MM5 data with observations.   
- Develop forcing scenario for the GCM and a complete anthropogenic run. 
- Begin VIC simulations with downscaled data. 
- Implement a data grid linking resources between LLNL and SDSC.  The data grid 

will be used to manage the simulation output that is generated. 
- Port ENZO to LLNL compute resources and scaling studies 
- Develop ENZO metadata schema and enhanced file I/O 
- Develop Cosmic Simulator analysis pipeline and archive 
- First simulated LSST sky map 

 
2nd year 

- Run and downscale the anthropogenic scenario.   
- Complete VIC run on GCM/MM5 control run.  Compare results with 

observations and develop statistical correctors as needed.   
- Prepare paper on these results.   
- Begin VIC runs with anthropogenically forced GCM/MM5 runs. 
- Develop a digital library for publishing results, and possible integration with 

PCMDI 
- Implement radiation transport in ENZO 
- Execution of improved cosmology simulation code on LLNL resources 
- Visualization of 4D output from the SDSC archive 

 



3rd year 
- Complete VIC runs with anthropogenic runs.  
- Complete D&A analysis and a write a paper describing the results. 
- Simulate improved LSST sky map 
- Use Cosmic Simulator for weak lensing analysis  
- Analysis of database scalability for large scientific collections 

 
The simulation results generated by these applications will be stored at SDSC.  The 

amount of results that can be stored will be determined by available funding for procuring 
storage systems.  This proposal will support storage of 100 TBs at SDSC.  Data transfers 
between LLNL and UCSD will be done through a LLNL link to the CENIC network.  
SDSC maintains a 10-Gbit/sec link within CENIC.  The current LLNL link to CENIC 
through UC Berkeley is OC-12 (622 Mbits/sec).  The amount of data moved between 
LLNL and UCSD will be limited to about 3 TBs per day.  This will constrain the types of 
data analyses that can be done at UCSD to selected subsets of the simulation output. 
 
4. Project Management: 
 
The project will be coordinated by the three co-PIs: 

- Reagan Moore will manage the team that develops and applies the data grid 
technology 

- Michael Norman will manage the team that develops and executes the ENZO 
cosmology simulation. 

- Tim Barnett will manage the team that develops and applies the global change 
simulations 

The common activity between the three areas is the scientific data management 
required to support the simulation output.  SDSC will provide a data coordinator to 
ensure that data is successfully organized into a collection and archived. In addition to 
actually archiving the data, this person will serve as a common knowledge source, 
ensuring smooth transitions across the various project interfaces that are data driven. 
Explicit project management activities include: 

- SDSC/data coordinator. SDSC will work with LLNL personnel to interface to 
LLNL storage resources. 

- SDSC/dataflow developer. SDSC will endeavor to automate the data management 
for both applications through integration of dataflow systems and data grid 
systems. 

- LLNL to execute the global simulation and MM5 downscaling 
- SIO to manage hydrological modeling. 
- SIO/LLNL to jointly conduct D&A analysis. 

 
5. Project sustainability  
 

Collaborations will be pursued to continue the research beyond 3 years, to broaden 
participation to a national scale, and to broaden the application of the results.  Examples 
include: 



• Chronopolis preservation environment for NSF research data.  A proposal has been 
submitted to the NSF to build a preservation facility for scientific data collections.  
One of the candidates for use of this facility is the LSST experiment.  One goal is to 
demonstrate that LSST data collections can be economically housed in an NSF 
funded preservation facility. 

• California Digital Library data depository for preservation of UC collections.  This 
depository is intended to archive scientific research collections for the University of 
California system.  One goal is to demonstrate the integration of publication 
environments for scientific data (digital libraries) between LLNL, the UC data 
depository, and the NSF data depositories. 

• NSF National Virtual Observatory – integration of simulation and observational data.  
SDSC collaborates on the NVO project which is developing standard services for 
manipulating astrophysical data sets.  Variants of the services developed within the 
NVO can be applied to general scientific data collections, including service registries, 
database access methods, and image access methods. 

• LSST data management.  SDSC is collaborating with the LSST project to 
demonstrate data management at scale.  Data ingestion at nearly the design rate (10 
TBs per day) has already been accomplished.  A goal is to demonstrate that the 
technology used to support ENZO and Unified Climate Model output can also be 
used to support the LSST project. 

• Cosmic Data Grid for cosmology community digital library (NSF).  A proposal was 
submitted to NSF to build a national data grid to manage cosmology simulations.  
The proposed data grid is the national extension of the scientific data management 
system being developed in collaboration with LLNL. 

• Climate-modeling Data Grid for analysis of climate change.  The Earth Science Grid 
is based upon Globus technology, which differentiates services by functionality.  The 
integration with the Storage Resource Broker data grid which differentiates services 
by scientific collection will broaden the reach of both data grids.  A goal is to 
demonstrate that digital library technology can be built that supports access to data 
within both data grid environments. 

• Teragrid scientific applications.  The NSF supports execution of both climate and 
cosmology simulations on the Teragrid.  At SDSC, compute platforms have been 
acquired for inclusion within the Teragrid that are compatible with the compute 
platforms at LLNL (Blue Gene/L, IBM p690 cluster).  A goal is to demonstrate that 
the applications can run across both environments. 

• Creation of community digital libraries for specific research topics.  The publication 
of scientific results for use in both education and research is a goal of the NSF 
National Science Digital Library, for which SDSC operates a persistent archive.  
Simulation results for cosmology and global climate change are candidates for 
inclusion in the NSDL education repository. 

 
This project opens several potential future avenues for research: 
1. It opens the door to conducting further such studies on mammoth Earth Simulator 

class machines such as LLNL’s Thunder and greatly expanded simulations on LLNL 
BGL. In the proposed program, we will be unique in conducting what will be the 
largest climate simulation yet done in the US. That should well position us for future 



studies that might take a more global view of regional problems, e.g. regional 
interactions. 

2. The western US results open the door to a broad range of collaborators concerned 
about water and energy management, etc.  These will be the decision makers and 
planners who most need to know what the future holds. 

3. Separate analyses of the China and India data sets, along the lines of those done in the 
western US, offer a broad basis for future funding and international collaboration. 

 
6. Facilities Description: 
 

The resources available at the San Diego Supercomputer Center include production 
data management systems as well as development environments for creating and testing 
the next generation software. The production data environment includes supercomputers, 
archival storage systems, high-performance SAN disk arrays, commodity-based disk 
systems (Grid Bricks), data management platforms, database platforms, and advanced 
visualization systems. The capabilities of the center include peak 10-teraflops-capable 
systems, a 9-petabyte archive, a 500-TByte SAN array, and high-performance data-
handling systems that are capable of moving data at rates from 1 GB/sec (archival storage 
to SAN disk) to 5 GBs/sec (SAN disk to memory).    SDSC is a node on the Teragrid, and 
has demonstrated movement of data between Teragrid nodes at rates of 500 MB/sec 
using parallel I/O streams managed by the Storage Resource Broker software. 

The software systems include archival storage systems (IBM High Performance 
Storage System and SAM-QFS file system), Oracle and DB2 database technology, and 
the Storage Resource Broker data grid.  The software systems are integrated into 
persistent archives for long term preservation, digital libraries for data publication, and 
data grids for data sharing in distributed environments. 

The hardware and software systems are used in production to support the SIO-
Explorer digital library, the Teragrid, the Real-time Observatories Network data grid, the 
National Science Digital Library persistent archive, the Joint Center for Structural 
Genomics data grid, the Alliance for Cell Signaling digital library, the UCSD library 
ArtStor image collection, the Southern California Earthquake Center digital library, and 
many others.  The systems are also used to support testbeds for multiple NSF Information 
Technology Research projects, including the National Virtual Observatory, and the 
Geosciences Network.  Systems at SDSC also support the National Archives and Records 
Administration research prototype persistent archive.  In particular, the NPACI data grid 
provides a nation-wide data grid with 87 registered storage resources for the testing of 
distributed data management software at continental scales.  The Storage Resource 
Broker data handling system uses a storage repository virtualization mechanism to ensure 
the ability to manage data stored in all types of storage repositories accessible to the 
NPACI data grid. 

The facilities thus include not only hardware and software systems that can archive 
and manipulate the largest existing data collections, but also multiple production data 
collections that are in active use by earth science, bio-informatics, astronomy, education, 
and library communities. The provision of advanced visualization systems is important 
because this is one of the few ways that massive 10-TByte output files can be presented.  



This requirement forced the development of 3-D visualization tools that are able to 
directly render images from files stored in the Storage Resource Broker data grid. 

For software development, workstations are provided for senior staff.  A 15-TByte 
Grid Brick commodity-based disk system is used to support collection development and 
software testing (at an effective cost of $2000 per TByte of disk).  An Oracle database 
instance is used to support production systems.  Non-proprietary database systems are 
used for testing, including PostgreSQL and mySQL.  An additional commercial database, 
DB2, is used for production management of large catalogs. 

The Teragrid production hardware and software systems are allocated under a 
national peer-review mechanism. 
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8. Budget: 
 
The co-PIs on the project are: 

Reagan Moore (5% FTE) – coordinates data management research efforts.  Moore 
is the director of the Data Intensive Computing Environment group at SDSC, and 
the PI on projects developing the Storage Resource Broker. 
Tim Barnett (13% FTE) – coordinates research on global climate change. 
Mike Norman (11% FTE) – coordinates research on cosmology  Norman is 
director of Laboratory for Computational Astrophysics which developed ENZO. 

 
The senior personnel involved in the data management research and development 
activities include: 

Arun Jagatheesan (100% FTE) – development of data processing pipeline 
technology and coordination of simulation data management 
Database (TBN) (93% FTE) – develop scalable database analysis techniques 
Amit Chourasia (5% FTE) – apply parallel rendering algorithms for visualization 
of simulation output 
Robert Harkness (50% FTE) – support ENZO application 

 
The senior personnel involved in cosmology application include: 

Pascal Paschos (Norman postdoc) (100% FTE) – simulate LSST sky; weak 
lensing analysis; radiative transfer algorithm development and testing 
Dan Reynolds (Randy Banks postdoc) (100% FTE) – ENZO integration of AMR 
linear solvers; LLNL production runs 
James Bordner (100% FTE) – cosmology simulation data analysis pipeline and 
archive; project website 
Alexei Kritsuk (25%) – galaxy modeling 

 
The senior personnel in the regional climate work will include: 
 Mike Dettinger (10%)  hydrology 
 Dan Cayan (10%)  hydrology 

David Pierce (15%) computer applications, D&A analysis 
 Post Docs (2, 100%)  TBN 
 
Funding is included to support storage of 100 TBs of data on an SDSC archive, and to 
provide a 10 TB disk cache for on-line data access.  The cost for each system is expressed 
in $/TB/year.  The hardware systems and media are assumed to have either a 3-year 
lifetime or a 5-year lifetime.  Costs are amortized for media, tape silo, tape drives, 
archive server, disks, and disk server.  Prorated costs per TB are generated for software, 
hardware maintenance, electricity, and labor.  Base on current assessments of technology, 
tape-based storage is available at a cost of $600/TB/year.  The current fibre-channel 
attached disk storage costs $6500/TB/year.  SATA disk-based storage will be available at 
a cost of $1400/TB/year later this year.  Support for a database instance to manage the 
data grid costs $4000 per year.  100-TBs of tape storage, a 10-TB SATA disk cache, and 
a database instance will be dedicated to this project at a cost of $78,000 per year. 
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