








● Standardization for Scientific Research

○ “The future of scientific progress will be aided by 
bridging the gap between the millions of published 
research articles and modern databases such as the 
Allen brain atlas (ABA).” 

- Voytek et al.

● Possible Use Case
○ Brain injury/trauma is typically very difficult to 

treat/rehabilitate due to uncertainty of all functional 
correlations to specific brain areas. Our library could 
make it easier for doctors to help patients through 
tailored therapies.





● The datasets we worked with are not required for using the NCM package, 
but they allowed us to demonstrate the potential of the package.

● All data required some preprocessing/cleaning & formatting in order to be 
utilized by the package.

● The NCM package is set up to work with preprocessed, clean data that is 
formatted to align with the package.

● Since our project requires a 2 step preprocessing method (cleaning then 
mapping with package) we will be focusing on the second step.





● Modularized class based structure 
which takes in disparate 
Neuroscience data and maps it to 
the same generalized spatial 
frame to allow for further analysis



1. Ingestion of feature data and 
required parcellation scheme

2. Identifying the type of 
transformation desired

3. Deciding the desired mapping 
technique



● Data must be in either MNI-XYZ or MRI-voxel 
coordinates for ingestion

● Atlas defined in Nifti files



● Full Brain vs. Single Sided

● Mirrored or Unmirrored 



● No “right” answer

● Possible Mapping Techniques:
○ Method 1: Project to nearest parcel & 

average feature representation
○ Method 2: Calculate mean parcel location 

and distance for average weighted feature 
representation
■ Distance based Gaussian weighting 

function
■ Varies based on parcel size



Disparate precise data mapped to a generalized parcellation 
schema while preserving accuracy



https://docs.google.com/file/d/1ksmU0STx4NxGGo2CnC_lBC6-EsxvYMbG/preview




For modeling, the ABA dataset was the best candidate.

Q: Given parcel gene expressions for all other parcels, can we predict all gene 
expressions for a specific parcel?



xgBoost

Gradient boosted 
ensemble method

● gamma: 0.25
● learning_rate: 0.05
● max_depth: 10
● n_estimators: 400
● subsample: 0.75

Adaboost

Gradient boosted 
ensemble method 

● learning_rate: 1.0
● loss: 'linear’
● n_estimators: 100

Random Forest

Bagging-based ensemble 
method

● n_estimators: 1400
● Min_samples_split: 2
● Min_samples_leaf: 2
● max_features: auto
● bootstrap: True



Model (Type) Best Model 
Parameters

Cross - 
Validation

Train / Val / 
Test (%)

GridsearchCV Parameter 
Space

xgBoost Regressor 
(Gradient Boosted 
Ensemble Method)

'gamma': 0.25
'learning_rate': 0.05
'max_depth': 10
'n_estimators': 400
'subsample': 0.75

3-fold CV 56/24/20

'N_estimators':[50, 100, 400],
'Max_depth':[3, 5, 10],
'Learning_rate':[0.05, 0.1, 0.5],
'Subsample':[0.5,.75, 1],
'gamma': [0.25, 0.5, 1, 3]

● Achieved MSE of 0.02 using locally trained xgBoost model. 

● These were the best results with respect to accuracy and speed.



● xgBoost on AWS Sagemaker to leverage 
powerful compute & integrated storage via S3

● Parallelized Bayesian hyperparameter tuning 
jobs for improved accuracy

● Model storage and documentation

● Deployment possibilities as a model endpoint



● White parcel is our target and the parcels in 
varying colors are the parcels with significant 
importance. 

● The black regions signify parcels which had little 
to no influence on predicting the target value.

● Accuracy was robust across different parcels and 
different distributions of gene expression values.















https://docs.google.com/file/d/14aVOXIF6bAfJxn9uLol7Yl5IJjRmI6sB/preview
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“...the work you've done is really awesome, and 
I hope my lab can pick it up and run with it.”

- Professor Bradley Voytek


